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Abstract 

In operational administrations of rater-mediated performance assessments, practical constraints 
often result in incomplete data collection designs, in which each rater does not rate each perfor-
mance on each task. Unless the data collection design includes systematic links, such as raters 
scoring a subset of the same test-takers as other raters, it is not possible to compare test-takers, 
raters, and tasks between whom there are no connections. In practice, many operational assess-
ments include these disconnected subsets of assessment components – thereby limiting the compar-
isons that can be made between test-takers, raters, and tasks. However, when researchers use the 
Rasch model, they can apply group-anchoring techniques through which they can make compari-
sons across disconnected subsets. Although researchers and practitioners regularly use group an-
choring, there has been limited methodological research related to this technique. In this study, we 
used simulated data to examine the impact of characteristics of disconnected subsets when group 
anchoring is used. Our results suggested that the characteristics of disconnected subsets impact the 
ordering and precision of test-taker estimates, particularly with regard to rating designs and model-
data fit within disconnected subsets. We discuss the implications of our findings for research and 
practice related to rater-mediated assessments.  
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In operational administrations of rater-mediated performance assessments, practical 
constraints often result in incomplete data collection designs, where each rater does not 
rate each test-taker. Instead, raters often score subsets of test-takers, such that different 
raters score different test-takers. In order to make meaningful comparisons (e.g., between 
test-takers and between raters) in these situations, researchers and practitioners can in-
corporate systematic connections between raters and test-takers into the data collection 
design, such as raters scoring a subset of the same test-takers as other raters. When these 
connections are included, researchers and practitioners can use Rasch measurement theo-
ry models to obtain estimates of test-taker achievement that are comparable across all 
raters, and estimates of rater severity that are comparable across all test-takers, even in 
the presence of large amounts of missing data (Eckes, 2015; Myford & Wolfe, 2000). 

In addition to incomplete data collection designs, many operational assessments also lack 
systematic connections between test-takers, raters, and other facets, such as tasks, 
prompts, or administrations. Consequently, the design results in disconnected subsets 
(i.e., disjoint subsets; Linacre, 2017) of test-takers and raters between whom there are no 
connections (see Figure 1 for several examples). Disconnected subsets can occur for a 
variety of reasons, including a lack of consideration of design issues prior to data collec-
tion, purposeful design, practical constraints that prevent the use of connected designs, 
and failure of the raters to follow the rating design (i.e., judging plan; Sick, 2013). Re-
gardless of their origin, the practical implication of disconnected subsets is that it is not 
possible to compare test-takers and raters who are nested within different subsets. 

Group anchoring 

Linacre (2017) proposed a practical strategy for addressing the lack of comparability that 
results from disconnected subsets. Specifically, when researchers use the Rasch model, 
they can apply group anchoring to facilitate comparisons across disconnected subsets. 
Group anchoring involves setting the average measure of the groups within one facet, 
such as raters, test-takers, or tasks, to zero logits. Then, one can estimate locations of the 
elements within the group-anchored facet relative to the mean of zero logits. 

Sick (2013) and Linacre (2017) pointed out several issues that researchers and practition-
ers should consider when they use group anchoring in their analyses. First, a facet should 
be group-anchored only when the sample size is sufficient. Specifically, when there is a 
small sample of observations, extreme values influence the group mean – potentially 
compromising the interpretation of group anchoring. Linacre discussed the potential 
influence of extreme values and noted that researchers can choose to exclude extreme 
values within disconnected subsets during group anchoring (see p. 124). Second, Sick 
and Linacre recommended that researchers and practitioners use additional information 
about an assessment to decide which facet should be group-anchored. In particular, when 
one group-anchors a facet, they are making the assumption that the elements within that 
facet (e.g., individual test-takers or individual raters) are essentially exchangeable. As an 
example, Sick pointed out that, if evidence were available that the test-takers within the  
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disconnected subsets had different levels of ability, then a facet besides test-takers, such 
as raters, should be group-anchored. Finally, researchers and practitioners should clearly 
state their assumptions related to equivalence when they use group anchoring in order to 
make the interpretation of the resulting measures transparent. 

Because disconnected subsets frequently appear in practical settings, researchers and 
practitioners have used group anchoring as a post-hoc strategy for making comparisons 
between components of an assessment procedure that are not connected (discussed fur-
ther below). However, there is a lack of published studies in which researchers have 
considered methodological issues related to group anchoring. In particular, researchers 
have not yet considered the degree to which the following characteristics of disconnected 
subsets impact the effectiveness of group anchoring: (1) connectivity within disconnect-
ed subsets; (2) sample size similarity of disconnected subsets; and (3) model-data fit of 
the elements in disconnected subsets. In this study, we use simulated data to begin to 
examine the impact of these characteristics on group anchoring. 

Purpose 

The purpose of this study is to explore the impacts of connectivity within subsets, sample 
size, and model-data fit on the relative ordering and precision of test-taker achievement 
estimates when group anchoring is used in rater-mediated assessments. We use simulated 
data to address the following research questions: 

1. What is the impact of connectivity (i.e., the rating design) within disconnected sub-
sets on the relative ordering and precision of test-taker estimates when group an-
choring is used? 

2. What is the impact of sample size similarity of disconnected subsets on the relative 
ordering and precision of test-taker estimates when group anchoring is used? 

3. What is the impact of model-data misfit on conclusions on the relative ordering and 
precision of test-taker estimates when group anchoring is used? 

Literature review 

In a systematic review of literature in which researchers reported methods for evaluating 
the quality of ratings in rater-mediated language assessments, Wind and Peterson (2017) 
observed that most researchers do not provide information about the nature of rating 
designs, including the number of raters assigned to rate each test-taker or the degree to 
which there are connections among raters and test-takers. As a result, it is difficult to 
know the extent to which researchers’ data collection designs included disconnected 
subsets in previous studies, as well as the extent to which they attempted to mitigate 
disconnected subsets using group anchoring. 

Nonetheless, we identified several studies in which the authors reported and discussed 
disconnected subsets. For example, Zhang and Elder (2011) used group anchoring to 
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calculate estimates of test-taker proficiency that could be compared across disconnected 
subsets. Specifically, these authors reported the results from a rater-mediated assessment 
of oral language proficiency in which raters (n = 39) rated test-taker performances using 
a 5-category holistic rating scale. The data collection design resulted in two disconnected 
subsets, where test taker performances were nested within two approximately equally 
sized groups of raters (n = 20 and n = 19). Within the disconnected subsets, all raters 
scored all performances (i.e., a fully crossed rating design). The authors group-anchored 
the rater facet to facilitate comparisons between test-takers whose performances had been 
rated by different groups of raters. 

Similarly, Nakatsuhara, Inoue, Berry and Galaczi (2016) reported the results from a study of 
the comparability of face-to-face and video-conferencing formats for a rater-mediated sec-
ond-language speaking test. In this study, four raters rated 32 test-takers using a 9-category 
analytic rating scale with four domains (fluency and coherence, lexical resource, grammati-
cal range and accuracy, and pronunciation). One rater rated each test-taker’s performance, 
and each rater rated eight test-takers. As a result, the data collection design resulted in four 
disconnected subsets made up of one rater and eight test-takers each. These authors group-
anchored the rater facet (i.e., anchored the four raters at zero logits) to facilitate comparisons 
between test-takers who were nested within disconnected subsets, such that the effects of 
the test format on test-taker achievement could be examined. 

Other researchers have applied group-anchoring techniques in more-complex assessment 
contexts, where additional facets besides test-takers and raters are present. For example, 
Bonk and Ockey (2003) reported the results from a Many-Facet Rasch model analysis of 
a second language oral proficiency assessment based on a group discussion task. This 
study of two years of assessment data included ratings from 20 raters of 2,427 test-
takers’ performances on a group discussion task. The raters rated test-takers’ perfor-
mances using a 9-category analytic rating scale with five domains (pronunciation, fluen-
cy, grammar, vocabulary/content, and communicative skills/strategies). Test-takers re-
sponded to one of three prompts. Each test-taker received ratings from two raters in all 
five domains. Disconnected subsets occurred because each test-taker responded to only 
one of the three prompts. As a result, the researchers group-anchored the prompt facet 
(i.e., anchored the three prompts at zero logits) to facilitate comparisons of test-taker 
achievement between prompts. 

In other studies, researchers reported methods for resolving disconnected subsets besides 
group anchoring. For example, Baird, Hayes, Johnson, and Lamprianou (2013) reported 
the results from a multi-year analysis of rater-mediated assessments in the areas of geog-
raphy and psychology. In their analysis of rater effects, these researchers observed that 
there were disconnected subsets related to the years of the assessment administrations, 
where different groups of raters and test-takers participated in the assessment in each of 
the three administrations. As a result, it was not possible to compare test-taker perfor-
mance across the three years. Rather than using group anchoring to facilitate these com-
parisons, the authors conducted the analysis separately for each year of assessment data 
and did not make comparisons between years. 
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Another approach that researchers have reported using to address disconnected subsets is 
to include additional observations in the analysis that create connections between other-
wise nested subsets. For example, Myford and Wolfe (2000) illustrated the consequences 
of disconnected subsets on the comparability of test-taker achievement estimates. They 
demonstrated how researchers make comparisons across observations in disconnected 
subsets by including as few as one “benchmark” (i.e., common or anchor) performance in 
the analysis that has been rated by all of the raters. Later, Wind and Jones (2017) exam-
ined this technique using simulated data, and found that including a small subset of 
benchmark performances that all raters rate can facilitate comparisons across otherwise 
disconnected subsets of test-taker performances, regardless of the sample size, achieve-
ment level, or model-data fit within the subset of benchmark performances. 

As an alternative to benchmark performances, several researchers have reported using 
test-taker performances on selected-response items as a method for connecting otherwise 
disconnected subsets of test-takers in rater-mediated assessments. Specifically, Engelhard 
and Myford (2003), Wolfe, Myford, Engelhard, and Manalo (2007), and Engelhard and 
Wind (2013) reported using test-taker responses to multiple-choice items that were de-
signed to measure the same or related constructs as performance assessment tasks to 
connect disconnected subsets. In each of these studies, test-taker performances on con-
structed-response tasks were nested within disconnected subsets of raters. However, 
because all of the test-takers responded to all of the multiple-choice items, the multiple-
choice item responses provided a link between the disconnected subsets. Although this 
technique for connecting disconnected subsets through multiple-choice items may be 
attractive, Wolfe, et al. (2007) observed that this approach resulted in less accurate com-
parisons between test-takers compared to using benchmark performances. 

Methods 

We used simulated data to explore the research questions for this study because this 
approach allowed us to manipulate selected characteristics of disconnected subsets. In 
order to provide a focused methodological investigation, we used a two-facet assessment 
design (test-takers and raters) with disconnected subsets.  However, other assessment 
systems include additional facets, such as tasks, prompts, scoring centers, or administra-
tions, and it is also possible to apply group-anchoring techniques to data collected under 
these designs. Therefore, our simulation conditions should not be viewed as an exhaus-
tive representation of data collection designs in which group anchoring may be used. 
Rather, our simulation study provides initial insight into the consequences of group an-
choring using a relatively simple design.  

Simulation procedure 

Table 1 lists the variables that we held constant and the variables that we manipulated in 
our simulation study. Using the specifications in Table 1, we generated 100 datasets 
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(replications) with characteristics defined by each of the 2 × 2 × 2 × 3 × 2 = 48 possible 
combinations of the levels of the manipulated variables, for a total of 4,800 unique da-
tasets. We generated the ratings using base programming in the R statistical software 
program (R Core Team, 2018). 

 
 

Table 1: 
Summary of the Variables included in the Simulation Study 

Variables Levels 
Variables 
held constant 

Number of test-takers 25* Number of raters 
  
Generating test-taker 
achievement 
parameters 

θ~N(0,1) 

  
Generating rater 
severity parameters 

λ~N(0,1) 

  
Rating scale length 4 categories using the Andrich Rating Scale Model 

(RSM) with three thresholds (τ1, τ2, τ3), where τ1 was 
randomly selected from U(0, -3), τ3 was randomly 
selected from U(0, 3), and τ2 was selected such that 
τ1+ τ2 + τ3  = 0. 

 
Variables 
manipulated 

Rater sample size 20; 
50 

  
Rating Design within 
Disconnected 
Subsets 

Complete blocks; 
Incomplete blocks with systematic links 

  
Number of 
disconnected subsets 

Rater N/5; 
Rater N/10 

  
Proportion of raters 
modeled to exhibit 
model-data misfit 

5% of all raters; 
20% of raters in half of the subsets & 5% in other 
half of subsets; 
20% in all subsets 

  
Sample size balance 
across disconnected 
subsets 

Balanced (all subsets have the same number of test-
takers);  
Unbalanced (half of the subsets have twice as many 
test-takers as the other half) 
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Simulating incomplete ratings 

In order to explore the effects of disconnected subsets, we started by generating complete 
ratings based on the specified sample size and other generating parameter characteristics 
(described below), where every rater scored every test-taker (i.e., there was no missing 
data). Then, we created disconnected subsets by removing from the generated datasets 
certain observations for certain raters or test-takers in order to create disconnected sub-
sets, with characteristics specified by the simulation condition. In the conditions with 
incomplete ratings, two raters rated each test-taker, such that the rating design within 
each subset resembled Figure 1, Panel B. 

Variables held constant 

As shown in Table 1, we held four variables constant in our simulation design. First, we 
used the same number of test-takers in all conditions. Our test-taker sample size was 
equal to 25 times the number of raters included in the simulation condition. This ratio of 
25 test-takers to one rater reflects current practice in educational performance assess-
ments, as well as the sample sizes that researchers have reported in real-data studies of 
rater-mediated assessments (e.g., Duckor, Castellano, Téllez, Wihardini, & Wilson, 
2014; Wilson & Hoskens, 2001). Second, we used the same distribution of generating 
test-taker achievement parameters (i.e., theta estimates) for all of the simulation condi-
tions. Following the procedures that researchers have used in previous simulations of 
rater-mediated performance assessments (e.g., Marais & Andrich, 2011; Meyer & 
Hailey, 2012; Wolfe, Jiao, & Song, 2014), we generated test-taker achievement parame-
ters and rater severity parameters from a normal distribution with a mean of zero logits 
and a standard deviation of one logit for all of the simulation conditions. Finally, we used 
the same rating scale length in all of the simulation conditions. Specifically, we modeled 
a 4-category rating scale in order to match current practice in many large-scale educa-
tional performance assessments (e.g., Commonwealth of Virginia, Department of 
Education, 2012), as well as recent simulation studies of rating scale data (e.g., Meyer & 
Hailey, 2012). 

Variables manipulated 

To explore the effects of different characteristics of disconnected subsets, we manipulat-
ed five variables in our simulation design. First, we used two rater sample sizes to repre-
sent performance assessments of different sizes: 20 raters or 50 raters. Second, we mod-
eled two different types of rating designs within the disconnected subsets in our simulat-
ed ratings: complete blocks or incomplete blocks with systematic links (see Figure 1); 
these designs reflect rating designs that are appropriate for analysis with Rasch meas-
urement theory. Furthermore, researchers have used these types of incomplete rating 
designs in previous Rasch model analyses of rater-mediated assessments (Engelhard, 
1997; Hombo, Donoghue, & Thayer, 2001). Third, we included two different numbers of 
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disconnected subsets in our simulation study determined using the number of raters. 
Specifically, we included disconnected subsets equal to the rater sample size divided by 
five (Nraters = 20: 4 disconnected subsets; Nraters = 50: 10 disconnected subsets) or the rater 
sample size divided by ten (Nraters = 20: 2 disconnected subsets; Nraters = 50: 5 disconnect-
ed subsets).  

To explore the influence of model-data misfit on group anchoring, we modeled three 
different proportions of raters to exhibit model-data misfit. First, as a baseline condition, 
we modeled 5% of the raters to exhibit model-data misfit, where we randomly selected 
raters from all of the subsets to exhibit misfit. Second, we simulated a higher magnitude 
of misfit by modeling 20% of the raters to exhibit misfit in half of the subsets. In the 
other half of the subsets, we randomly selected 5% of the raters to exhibit misfit. Third, 
we simulated misfit in all of the disconnected subsets by randomly selecting 20% of the 
raters from each subset and modeling them to exhibit misfit. We modeled rater misfit by 
drawing the generating rater slope parameters from U ~ [0.3, 0.7]. For the raters who fit 
the Rasch model, we fixed the generating rater slope parameters to the usual Rasch value 
(1.0). To simulate misfit, we multiplied the slope parameters by the difference between 
the test-taker achievement parameters and rater severity parameters (θ - λ) during our 
simulation procedure. The result of this process was that, when we analyzed the ratings 
using the RSM, the raters with slopes besides 1.0 misfit the model. 

Finally, we considered the influence of the similarity of sample sizes across disconnected 
subsets. Specifically, we designed the simulation to produce either balanced or unbal-
anced sample sizes in different subsets. For the conditions with balanced subsets, we 
modeled all of the disconnected subsets to include the same number of test-takers and 
raters. On the other hand, for the conditions with unbalanced subsets, we included twice 
as many test-takers in half of the subsets as the other half of the subsets. We included the 
same number of raters in all of the subsets. 

Data analysis 

To explore the effects of different characteristics of disconnected subsets on the values 
and precision of test-taker estimates, we conducted a three-step data analysis procedure. 
First, we used the Facets software program (Linacre, 2015) to estimate test-taker loca-
tions (i.e., achievement estimates for each performance) based on the polytomous Rasch 
model (Andrich, 1978): 

 
( )

ln ,
( 1)

θ λ τ
 = = − − = − 

ni
n i k

ni

P x k

P x k
  (1) 

where θ is the test-taker estimate on the logit scale, λ is the rater severity estimate on the 
logit scale, and τ is the threshold where there is an equal probability for a rating in 
category k and category k – 1. We used a Rasch model because this approach is used 
most often with the group anchoring technique (Linacre, 2017). In order to obtain test-
taker estimates in the presence of disconnected subsets, we applied group anchoring by 
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setting the mean of the rater estimates (λ) to zero logits within each subset. We provided 
the Facets program syntax in Appendix A, which shows our procedure for group anchor-
ing. 

After we calculated the test-taker estimates from each of the generated datasets, we com-
pared the estimates to the generating parameters that we used to simulate the ratings. 
Specifically, we used the Pearson product-moment correlation (r) for this comparison. 
Following Corey, Dunlap, and Burke’s (1998) recommendations for averaging correla-
tions, we used the following procedure to summarize the correlations for each of the 
simulation conditions: (1) calculate r between each set of 100 corresponding generating 
and estimated test-taker parameters for each simulation condition, (2) use the psych 
package for R (Revelle, 2016) to convert each r value to a standardized correlation using 
Fisher’s z transformation, (3) calculate the average z value over all of the replications of 
each simulation condition, (4) convert the average z value back to its corresponding r 
value (rz) to facilitate interpretation. 

In addition to the relative ordering of test-taker estimates, we were also interested in the 
effects of different characteristics of disconnected subsets and group anchoring on the 
precision of test-taker estimates. Precision of estimates from IRT models can be exam-
ined in several ways. In this study, we used the standard error (SE) of the test-taker esti-
mates as an indicator of measurement precision, where smaller standard errors reflect 
more precise estimates, and larger standard errors reflect less precise estimates. We used 
the Facets program to obtain the SE for each test-taker estimate.  

Finally, we followed Harwell, Stone, Hsu, and Kirisci’s (1996) recommendation that 
researchers use ANOVA models to summarize the impact of simulation design factors 
when simulation studies are based on factorial designs. Specifically, we used the average 
rz and SE as dependent variables in two separate ANOVA models. We used the five 
manipulated variables in the simulation design (rater sample size, number of disconnect-
ed subsets, proportion of raters modeled to exhibit misfit, rating design within subsets, 
and balance of sample sizes across subsets) as independent variables. We used model 
building to retain only statistically significant effects based on α = 0.01. 

Results 

Before we compared the consistency of test-taker ordering and the precision of test-taker 
estimates, we examined the results from the polytomous Rasch model to ensure that the 
simulation procedure produced datasets that matched our specifications. When we 
checked the average test-taker estimates and rater estimates, we observed that the distri-
butions of these values were close to the specified distributions (M = 0, SD = 1). Fur-
thermore, we checked the Rasch Infit and Outfit mean square error (MSE) and standard-
ized model-data fit statistics for test-takers, and we found that, on average, the values of 
the unstandardized and standardized versions of these statistics were near the values that 
previous researchers have established as expected when there is acceptable fit to the 
model (MSE Infit and Outfit around 1.00, standardized Infit and Outfit between +2 and  
-2; Smith, 2004; Wu & Adams, 2013). We also checked the fit statistics for the raters 
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who we did not model to misfit the Rasch model, and the average fit statistics for these 
raters were also within the previously established range for acceptable fit. Specifically, 
the average MSE Infit and Outfit statistics ranged from 0.82 to 1.02 and the average 
standardized Infit and Outfit statistics ranged from -0.90 to 0.17 for these raters over all 
of the simulation conditions. These slightly low average values of model-data fit statis-
tics (described as “overfit” by some researchers) reflect the presence of the misfitting 
raters in our simulated datasets. Finally, we checked the fit statistics for the raters who 
we modeled to exhibit misfit and observed that the average fit statistics for these raters 
were outside the range of expected values when data fit the Rasch model. Specifically, 
the average MSE Infit and Outfit statistics ranged from 1.62 to 3.18 and the average 
standardized Infit and Outfit statistics ranged from -2.30 to 5.23 for these raters over all 
of the simulation conditions. 

Relative ordering of test-taker estimates 

Table 2 presents a summary of the results of the correlation analysis between the generat-
ing test-taker parameters and the test-taker estimates. For each condition, we report the 
average standardized correlation coefficient (based on Fisher’s transformation of Pear-
son’s r) over 100 replications of the condition transformed back to the Pearson r scale 
(rz). Higher values of rz indicate a closer correspondence between the relative ordering of 
the generating test-taker parameters and the test-taker estimates, indicating that the order-
ing of test-takers remained consistent when group anchoring was used to resolve discon-
nected subsets. We chose to present the correlations on the rz scale, rather than reporting 
disattenuated correlation coefficients for two reasons. First, we wanted to highlight the 
impact of measurement error on the correspondence between the generating parameters 
and estimates of test-taker achievement. Second, we followed Muchinsky’s (1996) ad-
vice that researchers should use un-corrected correlation coefficients in statistical hy-
pothesis tests, such as ANOVA models. Because we used ANOVA to summarize the 
results from our correlation analysis, the un-corrected values were more appropriate. For 
all of the simulation conditions, the standard deviations of rz were 0.04 or less. 

Results from the ANOVA where rz was the dependent variable indicated that rater sam-
ple size did not have a statistically significant effect on mean rz. Furthermore, there were 
no statistically significant interactions between rater sample size and any of the other 
manipulated characteristics of the disconnected subsets. Similarly, the ANOVA results 
did not indicate a statistically significant effect for the balance of sample sizes across 
disconnected subsets. We summarized the results from our final ANOVA model for rz in 
Table 3. In terms of the effect of the number of disconnected subsets, the ANOVA re-
sults indicated a non-significant main effect for this factor (F(1, 42) = 1.25, p = 0.27, η2 = 
0.03). However, the interaction between the number of disconnected subsets and the type 
of rating design within subsets was statistically significant (F(1, 42) = 7.25, p < 0.01, η2 = 
0.15).  
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Table 2: 
Average Correlations (rz) between Generating Theta Parameters and Theta Estimates across 

100 Replications of Simulation Conditions 

Rater 
N 

Number of 
Disconnected
Subsets 

Proportion of 
raters modeled to 
exhibit model-
data misfit 

Complete Rating  
Designs 

Incomplete Rating  
Designs 

Balanced 
Sample Size

Unbalanced 
Sample Size

Balanced 
Sample Size

Unbalanced 
Sample Size 

20 2 

(Rater N/10) 

5% in all subsets 0.90 0.71 0.35 0.34 

20% of raters in 
half of the subsets; 
5% in half of the 
subsets 

0.71 0.71 0.34 0.32 

20% in all subsets 0.70 0.70 0.33 0.31 

4  

(Rater N/5) 

5% in all subsets 0.80 0.68 0.56 0.55 

20% of raters in 
half of the subsets; 
5% in half of the 
subsets 

0.66 0.65 0.55 0.54 

20% in all subsets 0.66 0.65 0.55 0.54 

50 2* 5% in all subsets 0.95 0.74 0.58 0.58 

20% of raters in 
half of the subsets; 
5% in half of the 
subsets 

0.74 0.73 0.57 0.57 

20% in all subsets 0.73 0.73 0.55 0.56 

5 

(Rater N/10) 

5% in all subsets 0.67 0.56 0.41 0.37 

20% of raters in 
half of the subsets; 
5% in half of the 
subsets 

0.59 0.57 0.42 0.37 

20% in all subsets 0.57 0.55 0.40 0.36 

10 

(Rater N/5) 

5% in all subsets 0.84 0.69 0.55 0.54 

20% of raters in 
half of the subsets; 
5% in half of the 
subsets 

0.69 0.69 0.54 0.53 

20% in all subsets 0.68 0.68 0.51 0.51 
* Note. We added additional simulation conditions with two subsets for N Raters = 50 based on our 
observation of the relatively weak correlations for the two-subset conditions when N Raters = 20. 
However, as the additional conditions were not part of our simulation design, we did not include them in 
our ANOVA models. 
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Table 3: 
ANOVA Model I: Dependent Variable = Correlation between Generating Theta Parameters 

and Theta Estimates (rz) 

Source Sum of 
Squares 

df Mean 
Square

F p Partial 
Eta 

Squared 

Number of Disconnected Subsets 0.01 1 0.01 1.25 0.27 0.03 

Proportion of Raters modeled to Misfit 0.02 2 0.01 1.70 0.20 0.08 

Rating Design 0.64 1 0.64 93.08 < 0.01 0.69 

Number of Subsets * Rating Design 0.05 1 0.05 7.25 < 0.01 0.15 

Error 0.29 42 0.01    

 

 

Specifically, the average correlations for the complete subset conditions were higher 
when there were fewer disconnected subsets (Rater N/10: 0.68 ≤ Mrz ≤ 0.90) compared to 
more disconnected subsets (Rater N/5: 0.55 ≤ Mrz ≤ 0.80). However, the number of dis-
connected subsets appeared to have the opposite effect when the disconnected subsets 
contained incomplete ratings – in these cases, the average correlations were higher when 
there were more disconnected subsets (Rater N/5: 0.37 ≤ Mrz ≤ 0.56) compared to fewer 
disconnected subsets (Rater N/10: 0.31 ≤ Mrz ≤ 0.55). 

In terms of the effect of the proportion of raters modeled to exhibit misfit, the results in 
Table 2 indicate that, regardless of rater sample size, the correlations between generating 
parameters and test-taker estimates were generally higher when 5% of the raters were 
modeled to exhibit model-data misfit (0.34 ≤ Mrz ≤ 0.90) compared to conditions where 
20% of the raters were modeled to exhibit model-data misfit in half of the subsets (0.32 ≤ 
Mrz ≤ 0.71) and the conditions where 20% of the raters were modeled to exhibit misfit in 
all of the subsets (0.31 ≤ Mrz ≤  0.70). However, the results from the ANOVA suggested 
that the proportion of raters modeled to exhibit misfit did not have a statistically signifi-
cant effect on the average correlation coefficient (see Table 3). 

Figure 2 illustrates the consequences of disconnected subsets on the correspondence 
between generating test-taker parameters (theta parameters) and test-taker estimates 
(theta estimates) for the simulation condition in which we observed the lowest average 
value of rz. Specifically, we randomly selected one replication from the simulation condi-
tions with Rater N = 20, 20% of raters modeled to exhibit misfit, incomplete rating de-
signs within subsets, and un-balanced sample sizes across subsets (Mean rz for this condi-
tion = 0.31). In the figure, we used different plotting symbols to represent students in the 
two disconnected subsets. Inspection of this plot highlights the general lack of corre-
spondence between the theta parameters and theta estimates for both subgroups. The 
placement of individual estimates below or above the black identity line illustrates the 
consequences of the characteristics of the simulation condition for individual test-takers, 
where some test-takers have higher estimates than their true (generating) parameter val-
ues, and other test-takers have lower estimates than their parameter values. 



S. A. Wind & C. G. Stager 26

 

Figure 2: 
Correspondence between Generating Thetas and Estimated Thetas within a Randomly 
Selected Replication of the Rater N = 20, Two-Subset, Incomplete Design, Unbalanced 

Sample Size Condition with 20% of Raters Modeled to Exhibit Misfit 

 
 

After we observed the relatively weak correlations in the incomplete rating design condi-
tions for Rater N = 20 where there were two disconnected subsets, we added additional 
simulation conditions for Rater N = 50 with two disconnected subsets. Because two-
subset designs are relatively common in practice (e.g., assessments that involve two 
administrations, two days of scoring, two test centers, etc.), including these additional 
conditions allowed us to understand whether the relatively poor results from the two-
subset conditions under Rater N = 20 generalize to larger sample sizes. However, be-
cause these conditions were not part of our original design, and in order to avoid a lack 
of balance in conditions, we did not include results from these conditions in our ANOVA 
models. We observed generally similar patterns between the complete and incomplete 
rating designs in these conditions, where the average values of rz were notably higher for 
the complete rating designs (0.73 ≤ rz ≤ 0.95) compared to the incomplete rating designs 
(0.55 ≤ rz ≤ 0.58). We also saw similar effects with regard to the effect of rater misfit, 
where average values of rz decreased when we modeled more raters to exhibit model-data 
misfit. 
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Precision of test-taker estimates 

Table 4 presents the mean of the standard errors (SE) of the test-taker estimates over 100 
replications of each simulation condition. For all of the simulation conditions, the stand-
ard deviations of the SEs were 0.05 or less. In this table, higher values indicate less pre-
cision, and lower values indicate more precise estimates. Results from the ANOVA with 
the average test-taker SE as the dependent variable indicated that, similar to rz, rater 
sample size did not have a statistically significant effect on mean rz. Furthermore, there 
were no statistically significant interactions between rater sample size and any of the 
other manipulated characteristics of the disconnected subsets. Similarly, the ANOVA 
results did not indicate a statistically significant effect for the balance of sample sizes 
across disconnected subsets. We summarized the results from our final ANOVA model 
for SEθ in Table 5. 

In terms of the effect of the number of disconnected subsets, the results suggest that the 
average SE was higher, suggesting less precision, in the simulation conditions with more 
disconnected subsets (Rater N/5) compared to the simulation conditions with fewer dis-
connected subsets (Rater N/10). The statistically significant main effect for the number of 
disconnected subsets (F(1, 42) = 722.49, p < 0.01, η2 = 0.95) reflects this result. Further-
more, there was a statistically significant main effect for the type of rating design within 
subsets (F(1, 42) = 17,652.81,  p < 0.01, η2 = 0.998).  In particular, regardless of all of 
the other characteristics of the disconnected subsets, the average SE in conditions with 
incomplete subsets was nearly twice the size of the corresponding average SE in condi-
tions with complete subsets. For example, in the conditions based on incomplete rating 
designs, the average SE ranged from 1.18 to 1.34. The average SE was notably lower in 
the conditions based on complete rating designs, ranging from 0.40 to 0.70.  

However, there was also a statistically significant interaction between the number of 
disconnected subsets and the type of rating design within subsets (F(1, 42) = 276.14, p < 
0.01, η2  = 0.87). Specifically, the effect of the number of subsets on the average SE ap-
peared to depend on the type of rating design that was used within subsets. For the condi-
tions based on Rater N/5 disconnected subsets and complete rating designs, the average 
SEs range from 0.62 to 0.70, and the average SEs for the Rater N/5 disconnected subsets 
conditions with incomplete designs range from 1.23 to 1.34. We observed a similar pat-
tern for the Rater N/10 disconnected subset conditions: When there were complete rat-
ings within the disconnected subsets, the average SE ranged from 0.41 to 0.44, and when 
there were incomplete ratings within the disconnected subsets, the average SE ranged 
from 1.18 to 1.28. 

The ANOVA results also revealed a statistically significant main effect for the propor-
tion of raters who were modeled to exhibit model-data misfit (F(2, 42) = 22.29, p < 0.01, 
η2 = 0.52). The results in Table 4 indicate that the average SEs were generally higher 
when we modeled fewer raters to exhibit model-data misfit compared to the conditions 
where we modeled more raters to exhibit model-data misfit. However, the differences in 
the average SEs across the three levels of model-data misfit were relatively small within 
types of rating designs and numbers of disconnected subsets. For example, in the Rater  
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Table 4: 
Average Standard Errors of Test-Taker Estimates across 100 Replications of Simulation 

Conditions 

Rater 
N 

Number of 
Disconnected 
Subsets 

Proportion of 
raters modeled to 
exhibit model-
data misfit 

Complete Rating Designs Incomplete Rating 
Designs 

Balanced 
Sample Size

Unbalanced 
Sample Size

Balanced 
Sample Size

Unbalanced 
Sample Size 

20 2 

(Rater N/10) 

5% in all subsets 0.44 0.45 1.27 1.28 

20% of raters in 
half of the subsets; 
5% in half of the 
subsets 

0.42 0.43 1.25 1.25 

20% in all subsets 0.41 0.41 1.22 1.24 

4  

(Rater N/5) 

5% in all subsets 0.66 0.70 1.29 1.29 

20% of raters in 
half of the subsets; 
5% in half of the 
subsets 

0.65 0.65 1.28 1.28 

20% in all subsets 0.62 0.63 1.23 1.25 

50 2* 5% in all subsets 0.26 0.28 1.40 1.41 

20% of raters in 
half of the subsets; 
5% in half of the 
subsets 

0.26 0.26 1.35 1.34 

20% in all subsets 0.25 0.25 1.32 1.33 

5 

(Rater N/10) 

5% in all subsets 0.44 0.44 1.26 1.23 

20% of raters in 
half of the subsets; 
5% in half of the 
subsets 

0.42 0.41 1.25 1.21 

20% in all subsets 0.41 0.40 1.20 1.18 

10 

(Rater N/5) 

5% in all subsets 0.68 0.70 1.32 1.34 

20% of raters in 
half of the subsets; 
5% in half of the 
subsets 

0.67 0.67 1.31 1.33 

20% in all subsets 0.64 0.65 1.28 1.31 
* Note. We added additional simulation conditions with two subsets for N Raters = 50 based on our 
observation of the relatively weak correlations for the two-subset conditions when N Raters = 20. 
However, as the additional conditions were not part of our simulation design, we did not include them in 
our ANOVA models. 
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Table 5: 
ANOVA Model II: Dependent Variable = Standard Error of Theta Estimates 

Source Sum of 
Squares

df Mean 
Square 

F p Partial 
Eta 

Squared 

Number of Disjoint Subsets 0.26 1 0.26 722.49 < 0.01 0.95 

Proportion of Raters 
modeled to Misfit 

0.02 2 0.01 22.29 < 0.01 0.52 

Rating Design 6.27 1 6.27 17652.81 < 0.01 0.998 

Number of Subsets * Rating 
Design 

0.10 1 0.10 276.14 < 0.01 0.87 

Error 0.02 42 0.00    

 

 

N/5 conditions based on complete rating designs, the average SE was similar among the 
conditions where 5% of the raters were modeled to exhibit model-data misfit (0.66 ≤ MSE 
≤ 0.70), the conditions were 20% of the raters were modeled to exhibit misfit in half of 
the subsets (0.65 ≤ MSE ≤ 0.67), and the conditions were 20% of raters in all of the sub-
sets were modeled to exhibit misfit (0.62 ≤ MSE ≤ 0.65).  

We also included average SEs for the additional simulation conditions with Rater N = 50 
and two disconnected subsets. The results from these conditions followed the general 
patterns that we observed in the other conditions. Specifically, in these conditions, the 
average SEs were notably lower when the disconnected subsets included complete rating 
designs compared to the incomplete rating design conditions. Furthermore, the average 
SEs were slightly lower (indicating more precision) when more raters were modeled to 
exhibit model-data misfit. 

Discussion 

The purpose of this study was to explore the impacts of different characteristics of dis-
connected subsets on the relative ordering and precision of test-taker estimates when 
group anchoring is used. We simulated ratings with disconnected subsets of raters and 
test-takers that varied in terms of five characteristics: rater sample size, number of dis-
connected subsets, proportion of raters modeled to exhibit misfit, rating design within 
disconnected subsets, and the balance of test-taker sample sizes across disconnected 
subsets. We analyzed the ratings using the polytomous Rasch model, with the rater facet 
group-anchored. Overall, our results suggested that differences in the characteristics of 
disconnected subsets impacted the ordering and precision of test-taker estimates. In this 
section, we return to each of our research questions and provide tentative conclusions 
based on the results from our simulation study. 
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The first research question focused on the impact of the type of rating design within 
disconnected subsets on the relative ordering and precision of test-taker estimates when 
group anchoring is used. To address this research question, we simulated disconnected 
subsets that included either complete ratings where every rater rated every test-taker, or 
incomplete ratings, where there were systematic links between raters and test-takers, but 
every rater did not rate every test-taker. Our results indicated that the type of rating de-
sign had a notable effect on the correlation between test-taker estimates and generating 
test-taker parameters, as well as the SE of test-taker estimates. Incomplete rating designs 
were associated with less consistency in relative test-taker ordering with the generating 
parameters, as well as less precision in test-taker estimates. In other words, when there 
are fewer links between raters and test-takers within disconnected subsets, the relative 
ordering of test-takers is more likely to diverge from the ordering that would have been 
observed without disconnected subsets compared to when there are complete ratings 
within disconnected subsets. Likewise, when there are fewer links between raters and 
test-takers within disconnected subsets, there is likely to be more error associated with 
the achievement estimates for test-takers compared to when complete ratings are used 
within disconnected subsets. 

An important result related to the rating design specification was the impact of complete 
or incomplete designs on average SEs for test-takers. The relatively large average test-
taker SEs for the incomplete rating designs were related to the large amount of missing 
data in these conditions, where we only had two observations for each test-taker. None-
theless, the magnitude of the difference in average SEs between the conditions with 
complete and incomplete rating designs should remind researchers and practitioners of 
the effects of large proportions of missing data on the precision of test-taker estimates in 
general, and in combination with disconnected subsets in particular. Although it is possi-
ble to estimate test-taker achievement without a complete rating design, sparse connec-
tions are not without consequence to the precision of test-taker estimates. 

The second research question focused on the impact of sample size similarity across 
disconnected subsets (i.e., balanced samples) on the relative ordering and precision of 
test-taker estimates when group anchoring is used.  In order to address this research 
question, we simulated disconnected subsets that included either balanced sample sizes 
across disconnected subsets, where every subset included the same number of test-takers, 
or unbalanced sample sizes across disconnected subsets, where there were differences in 
the number of test-takers across disconnected subsets. Our results indicated that the simi-
larly of the number of test-takers between different subsets did not have a substantial 
effect on either the relative ordering of test-taker estimates or the precision of the esti-
mates. 

Our third research question focused on the impact of rater misfit on the relative ordering 
and precision of test-taker estimates when group anchoring is used. In order to address 
this research question, we modeled three proportions of raters to exhibit misfit: 5% of all 
raters, 20% of raters in half of the subsets and 5% in the other half, or 20% of raters in all 
of the subsets. Our results indicated that the proportion of raters modeled to exhibit misfit 
did not have a significant effect on the consistency of test-taker estimates with the gener-
ating parameters. However, the proportion of raters modeled to exhibit misfit had a sig-
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nificant effect on the precision of test-taker estimates. Interestingly, when more raters 
were modeled to exhibit misfit, the test-taker estimates were more precise compared to 
the simulation conditions where fewer raters were modeled to exhibit misfit.  

The finding of more-precise estimates with higher proportions of raters modeled to ex-
hibit misfit is interesting and warrants further consideration. After we observed this 
result, we examined the estimated rating scale category thresholds in the conditions with 
different proportions of raters modeled to exhibit misfit. In this analysis, we observed a 
slightly wider spread of the estimated thresholds, indicating a more frequent use of the 
middle rating scale categories, in the conditions where we modeled more raters to exhibit 
model-data misfit. However, because we used the RS model, it was not possible to exam-
ine threshold estimates separately for raters who we modeled to exhibit misfit and raters 
who we did not model to exhibit misfit. In future studies, researchers should examine the 
precision of test-taker estimates calculated using the Partial Credit model (Masters, 1982) 
in the context of group-anchoring designs. It is also possible that the larger average SEs 
that we observed in the simulation conditions in which we modeled 5% of raters to ex-
hibit misfit and the conditions in which we modeled 20% of raters modeled to exhibit in 
half of the subsets and 5% in the other half of the subsets were related to differences in 
rater fit across the subsets. For example, when the baseline level of rater misfit was spec-
ified, we randomly selected 5% of the raters to exhibit misfit; these raters were not nec-
essarily evenly distributed across the subsets. Similarly, the conditions where we mod-
eled 20% of raters to exhibit misfit in half of the subsets resulted in larger discrepancies 
in rater fit across subsets compared to the conditions where we modeled the same amount 
of misfit in all of the subsets. Second, it is interesting to note that our finding of smaller 
average SEs when more raters were modeled to exhibit misfit is similar to a finding re-
ported by Wind and Jones (2017). Specifically, these authors used simulated data to 
examine the influence of the characteristics, including model-data fit, of test-takers used 
to establish links across otherwise disconnected subsets in performance assessments, on 
the consistency and precision of parameter estimates. Their results suggested that com-
mon test-takers that were modeled to exhibit misfit resulted in more consistent and pre-
cise estimates compared to common test-takers that were modeled to exhibit acceptable 
model-data fit. As Wind and Jones noted, the somewhat stabilizing effects of model-data 
misfit in both cases could be related to the presence of more “noise” (i.e., variation), 
which provides more statistical information about individual test-takers or raters.  

Implications for practice 

Rating designs play an important role in the interpretation of both raw-score (i.e., ob-
served) ratings and estimates of test-taker achievement based on latent trait models. 
However, most researchers who report the results from studies of rater-mediated perfor-
mance assessments do not include details about rating designs (Wind & Peterson, 2017). 
Likewise, many operational assessments do not make information about rating designs 
available. As a result, it is not possible to determine whether there is sufficient connectiv-
ity to warrant comparisons across raters and test-takers.  
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Ideally, the best solution to overcome challenges related to disconnected subsets is to 
avoid them altogether. Accordingly, we encourage researchers and practitioners to begin 
data analyses as soon as possible after data collection begins in order to identify and 
resolve shortcomings in the rating design (as implemented), such as disconnected sub-
sets. However, if it is not possible to establish connectivity during scoring for a rater-
mediated assessment, group-anchoring techniques based on the Rasch model provide a 
solution to resolve disconnected subsets. Accordingly, several researchers have recom-
mended this approach to researchers and practitioners whose data include disconnected 
subsets (e.g., Linacre, 2017; Sick, 2013). 

Using a simulation study, we observed that the characteristics of disconnected subsets 
matter with regard to both the stability of performance ordering and the precision of 
performance estimates. In particular, the rating design within disconnected subsets and 
the proportion of raters who were modeled to exhibit misfit had substantial effects on the 
precision and stability of performance estimates. This finding suggests that if group 
anchoring is used to resolve disconnected subsets in data from a rater-mediated assess-
ment, the degree to which raters are connected and exhibit misfit within the disconnected 
subsets can potentially influence the results of comparisons between test-takers based on 
their achievement estimates. 

In most situations in which disconnected subsets occur, it is not possible for researchers 
and practitioners to specify ahead of time what types of rating design should be used 
within disconnected subsets; if this were possible, one would probably avoid disconnect-
ed subsets altogether. Furthermore, even with rater training and monitoring, it is often 
not possible to ensure that raters exhibit acceptable levels of model-data fit during opera-
tional scoring. Therefore, the results from this study should not be interpreted as recom-
mendations for the design of data collection systems with disconnected subsets. Rather, 
our findings should alert researchers and practitioners to the potential impact of charac-
teristics of disconnected subsets related to rating designs and model-data fit on perfor-
mance estimates when group anchoring is used. In particular, this information can help 
researchers and practitioners appropriately qualify their claims when comparing and 
classifying test-takers based on estimates obtained using group anchoring. 

Nonetheless, the results from our study do provide some tentative guidance for the de-
sign of rater-mediated assessments. When researchers and practitioners know ahead of 
time that disconnected subsets are unavoidable, such as in assessment contexts with two 
separate scoring centers or assessments with two separate administrations, they can use 
the results from this study to make decisions about characteristics that can be controlled, 
such as rater sample size, rating designs within subsets, and the number of subsets. In 
particular, the average correlation coefficients in Table 2 reveal important differences in 
the accuracy of test-taker achievement estimates under different conditions. For example, 
if a two-subset design with incomplete ratings is necessary, it may be desirable to include 
50 or more raters, as these designs were associated with notably higher average correla-
tions between generating parameters and test-taker estimates (0.55 ≤ rz ≤ 0.58) than the 
corresponding conditions with 20 raters (0.31 ≤ rz ≤ 0.35). Researchers and practitioners 
should make such decisions in light of consideration of the unique assessment context, 
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including the purpose of the assessment, the intended use of the assessment results, and 
the anticipated consequences of the assessment.  

Limitations and directions for future research 

Our study has several limitations that researchers and practitioners should consider be-
fore generalizing the results to contexts beyond the simulation study. First, we used a 
limited set of simulation conditions so that we could focus our analyses on specific char-
acteristics of disconnected subsets. Particularly, we focused on a simple assessment 
context with only two facets: Test-takers and raters. In practice, performance assessments 
may include different characteristics, such as different types of rating designs within 
disconnected subsets (e.g., anchor or spiral designs), different rating scale lengths, differ-
ent sample sizes of test-takers and raters, or multiple items or prompts. Similarly, raters 
may exhibit effects other than misfit, such as central tendency or severity/leniency ef-
fects. In addition, other types of model-data misfit, including person misfit or task misfit, 
may be present. Further, it is important to note that our simulation procedure resulted in 
good targeting between rater severity and test-taker achievement. In operational assess-
ment contexts, there may be less alignment between raters and students. In future studies, 
researchers should consider the effects of additional characteristics beyond those exam-
ined here, including situations with more than two facets, additional types of misfit, and 
different levels of targeting, in order to determine the degree to which our findings ex-
tend to a wider range of performance assessment contexts.  

It is also important to note that our study was based on group-anchoring the rater facet 
only, and we did not explore the implications of group-anchoring the test-taker facet. As 
we discussed earlier in the manuscript, when one group-anchors a facet, they are making 
the assumption that the elements within that facet (e.g., individual test-takers or individu-
al raters) are essentially exchangeable. Accordingly, researchers usually do not group-
anchor the facet that they are directly investigating (i.e., the object of measurement); in 
many cases, this is the test-taker. However, there may be cases, such as in rater-effect 
analyses, where differences between raters are the focus. In these situations, researchers 
could group-anchor test-takers, assuming that they are essentially exchangeable, in order 
to identify differences among raters. In future studies, researchers should examine the 
extent to which characteristics of disconnected subsets impact the accuracy and precision 
of rater estimates when test-takers are group-anchored. 
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Appendix A 

title="4 subsets of 5 raters and 125 test-takers each" 

facets=2           ; test-takers, raters 

model=?,?,r4 ; rating scale model with a four-category 
scale 

labels= 

1,Test-takers 

1-125=Subset 1 

126-250=Subset 2 

251-375=Subset 3 

376-500=Subset 4 

* 

2,Raters, G ; group-anchoring with group mean = 0 

1-5=Subset 1,0,1 

6-10=Subset 2,0,2 

11-15=Subset 3,0,3 

16-20=Subset 4,0,4 

* 

dvalue=2, 1-20 ; each test-taker can be rated by up to 20 
raters 

data= 

;  

1, 3,2,2,4,2,.,.,.,.,.,.,.,.,.,.,.,.,.,.,.; example data 
(test-taker 1 is rated by raters 1-5, missing data for 
raters 6-20) 

 

 




